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Abstract

In the present paper, a generalized measure ofriR-fzzy information is defined and its validity gsoved.
Particular cases of this new measure has beerusdisg. The monotonic behavior of parametric geizerl
measure with regard to its parameter is studiel tailes and figures.
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1. INTRODUCTION

Uncertainty and fuzziness are the basic natureuofam thinking and of many real
world problems. Shannon defined “entropy” as a mea estimate uncertain degree of
the randomness. The concept of entropy has beeslywiged in different areas, e.g.,
communication theory, statistical mechanics, firgnmattern recognition, neural network
and image processing etc. It has also been apliether areas such as clustering, fuzzy
logic systems, decision making and regression aisaly

Zadeh (1965), developed the concefdupfy set and defined the entropy of a
fuzzy eventmeasure by considering the distance from a sés teearest non-fuzzy set and
the distance from the set to its farthest nonfisety The concept of entropy was developed
to measure the uncertainty of a probability distibn. Zadeh (1965) introduced the
concept of fuzzy sets and developed the theorydasure the ambiguity of a fuzzy set A.

Let X = [Xl,XZ ..... .Xn] be a set of universe of discourse. FuzzyAsstrepresented

A={x | u,(x)0[01]:x, OX Ti=12,...,n},
where £, (X;) is a membership function defined as follows:

0, if x, doesotbelongo Aandtherdsnoambiguity,
Ha(X)=41,if x belongsoA andtherasnoambiguity,
0.5jf theresmaximunambiguityvhethek belong$o Aornot

In fact i, (X;) associates with eack; [1 X a grade of membership to the set

Fuzzy entropy is the measurement ofifiess in a fuzzy set. It has wide
applications in the area of pattern recognitionagen processing, speech recognition,
etc. It is often required to get some idea abbatdegree of fuzziness or ambiguity
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present in a fuzzy set. So, it has especial positiofuzzy systems, such as fuzzy
pattern recognition systems, fuzzy neural networiteans, fuzzy image processing
fuzzy knowledge base systems, fuzzy decision magystems, fuzzy control systems
and fuzzy management information systems.

If X1,X2,...,X; are members of the universe of discourse, then all

HUA(X), Up(X2), ..., UA(Xp) lie between O and 1, but these are not probaisiliti
because their sum is not unity. However,

q’A(NF!JAA, i=12,...,n, (1.1)
2 HA(X)
i=1

is a probability distribution. Thus Kaufman (198@&fined entropy of a fuzzy seét
havingn support points by:

n
iZCDA(xi) log ® A (%) (1.2)

H(A) =-
logn3

In fuzzy set theory, the entropy isnaasure of fuzziness which expresses the
amount of average ambiguity or difficulty in makimgdecision whether an element

belongs to a set or not. A measure of fuzzinklsgA) in a fuzzy set should have at least
the following properties:

(P-1) H(A)is minimum if and only if A is a crisp set, ie.
UA(X)=0 or 1forall x;.

(P-2) H(A)is maximum if and only if A is most fuzzy set, i.e.

Ur(X)=05 forallx.

(P-3)H(A) = H (AD) , where A is sharpened version af
(P-4)H (A) = H(A), where A is the complement d&.

Since f,(X)and 1 — U,(X) give the same degree of fuzziness, therefore

corresponding to entropy due to Shannon (1948)d2e(1971) suggested the following
measure of fuzzy entropy:

H(A) ==Y [ua()10gua(x) +{@- ua(x))logll- ua())  @3)
i=1

As (1.3) satisfies all four properties (P-1) to4R-so it is a valid measure of fuzzy
entropy.
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In literature, a number of measurefuaty entropy corresponding to the various
information measures have been proposed in ordmrine the fuzzy set theory and its
application to the entropy concept as fuzzy infdiarameasures.

Boekee & Lubbe (1980) proposed thiofeihg R-norm information measure:

1
R > R
He(P)=—=|1-| X p"| | ; R>0OR#L (L.4)
R-11" {13
The measure (1.4) is called R-norm information meaand the most important property
of this measure is that whéh— 1, R-norm information measure approaches to
Shannon’s entropy and in caRe— o, H R(P) = (1— max p; );i =12.....n

Corresponding to measure (1.4) Hood2042 proposed the following R-norm
fuzzy information measure:
1

He(A)= R gl_(/JE(Xi)_{_(l_:uA(Xi))R)R , R>0,R#1

R-1

(1.5)

Hooda and Ram (1998) characterized argéned R-norm information measure
of degreef3 as given below:

0<pf<1l R>0andR+ [ %2

(1.6)
Corresponding to measure (1.6), Hooda and Baf#)8pdefined a generalized measure
of R-norm fuzzy information measure of degrBeas given by

2=
R 0 R R R

2 |1- :ui_ﬂ(xi)-'-(l_/uA(Xi))ﬁ :

vy

1.7)
where 0< S<1, R(>0)#1 R+ [#2
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Further Hooda and Sharma (2008) generalizedsure (1.6) and characterized the
following R-norm entropy of orde and degregS as given below:

2a-8
R ©* R\ R
H(a,/a’) P)= 1- - ’
R ( ) R+ 3-20 Zl:p@ﬂﬁ (1.8)

where? 21,0< f<1, R(>0)#1, R+ 8% 20a.

In this paper we define a generalizezhsure of R-norm fuzzy information and
prove its validity in section 2. In section 3 weady its monotonic behavior with regard to
parameters.

2. GENERALIZED MEASURE OF R-NORM FUZZY INFORMATION

Corresponding to measure (1.8) charizet® by Hooda and Sharma (2008), we
propose the following R-norm fuzzy information meaes
2a-

n R R R

, R = R
HRﬁ(A):mg 1=quzP () + = pa(x))2a-5 ’

(2.1)
whered 21,0< 8<1, R(>0)#1 R+ [#2a.

Theoreml. The generalized R-norm fuzzy information measuvemgiby (2.1) is a valid
measure of fuzzy information.
Proof: To prove that the measure (2.1) is a valid measueeshall show that it is
satisfying the four properties (P-1) to (P-4).
The measure (2.1) can be rewritten as:

1

12 (=5 1-fu 00)+ G- PP |

2.2)

where A =L,p=i(> O)il.
R-2a+p 2a -0

(P-1) Sharpness
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we know thatt? (x )+ (1 — £1,(% )’ <1, Opa(x) and the equality
holds only if ,UA(Xi)IOOt’ 1.HenceH Ig”g(A)ZO for all ,LIA(Xi) and

Ha# (A) = Oif and only if :uA(Xi ) =0or lie.if and only if A is the most fuzzy set
or crisp set.

(P-2) Maximality
Differentiating H 3 (A) with respect thA(Xi ) we get
1-p
dH g (A) [ S }p{ Pl —1}
— R V=) P(x )+ @-ualx)) X )= (L= pa(x))?
o) = Sl ) a7 e )= )
2 .3)
Let 0< p (Xi ) < 05, then two cases arises.
CaselR>2a -0
In this case we havd >0, p >1and/.1Ap_1(Xi ) - (1 — U (Xi ))p_l <0,
a,p
which impliesdHR—(A) >0.
(ka (%))

Case2.R<2a - [
In this case we havd <0, p < 1,5m(;1’u'/:‘1A(xi ) - (1 A (Xi ))p-l >0,

a.p
which impliesdHR—(A) >0.
(4a(x))

Hence H &7 (A) is a increasing function Of:uA(Xi) in the regiord < ,UA(Xi ) <05.
Similarly, it can be proved that gﬁ (A) is a decreasing function of,uA(Xi) in the
region
05< y, (Xi ) <1.1tis clear from (2.3) that it vanishes/ag (Xi ) = 05. It shows that
Ha#A (A) is a concave function and its maximum value extst,u%(xi)= 05i.e.
maxima exist if and only if,uA(Xi ) is the most fuzzy set.
(P-3) Sharpening reduces the fuzzy informationsuea
Since H g”g (A) is a increasing function of ,UA(Xi) in the region

O< ,UA(Xi ) <05 and is a decreasing function of ,UA(Xi) in the
region0.5 < 1/, (Xi ) <1, therefore,
Ha (%)< (%)= HEP(A*)<HEP(A) in 0< p14(%) < 05

(2.4)
Ha (%) 2 (%)= HEP(A*) < HEP(A) in 05< uy(x) <1

(2.5)
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From (2.4) and (2.5) we hald g”g (A*) <H g”g (A)

(P-4) Symmetry

Obviously from the definition & 2 (A), we haveH 27 (A) =HZ#(A).
Since H g'ﬁ (A) satisfies all the properties of fuzzy informatimeasure, therefore it is
a valid measure of fuzzy information. We can calllj measure as the generalized R-

norm fuzzy information measure of typ@ degree ,3

Particular Cases:
() Incaser =1, (2.1) reducesto (1.7).

(i) Incase@=landB = 1, (2.1) reduces to (1.5).

(iiiy Incase @=1 B =1 andR -1, (2.1) reduces to (1.3).

@iv) In caseO':], B =1 and R , (2.1) reduces to
n
do[t-max{ua(x), 1= ua(x )} 28)
i=1

3. MONOTONIC BEHAVIOR OF R-NORM FUzZzY INFORMATION

MEASURE OF TYPE O DEGREE [3

Let A=(0.2,0.3, 0.4,0.3,0.2); A ( 0.2,0.3, 0.3,0.3,0.3) and; & ( 0.2,0.3,
0.4,0.4,0.2) be any three standard fuzzy sets.useassume R as 0.€F = 1.5 and

different values of3. The graph (3.1) ofH g”g(A) with respect tof is plotted
based on the following computed table (3.1):

Table 3.1
B Hos? (A) | Hoa?(A) | Heg?(A)
0.1 8041.519 8042.519 8041.619
0.2 5733.022 5735.022 5733.122
0.3 4096.289 4098.289 4096.389
0.4 2932.95 2934.95 2933.95
0.5 2105.468 2104.468 2106.468
0.6 1515.646 1516.646 1516.646
0.7 1094.366 1093.366 1094.366
0.8 792.8693 793.8693 792.8693
0.9 576.5579 575.5579 577.5579
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Fig. 3.1

From fig. 3.1, it is clear that the ftina is monotonic decreasing with respect to
L3 for given value oR=0.6 and o =1.5.

Let A=(0.2,0.3, 0.4,0.3,0.2); A (0.2,0.3, 0.3,0.3,0.3) and; A ( 0.2,0.3,
0.4,0.4,0.2) be any three standard fuzzy sets.usedssume R as O.§8= 1.5 and

different values ofl. The graph (3.1) ofH |g”g(A) with respect toQ s plotted
based on the following computed table (3.2):

Table 3.2

a. HE (A) | HESHA) | HELH(A)

15| 8041.519309 | 8042.519309 | 8041.719309
2| 258322.9751 | 258323.9751 | 258322.9752
5| 9.04963E+14 | 9.04964E+14 | 9.04983E+14

50 | 8.4144E+163 8.42E+163 8.42E+163
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a for given value of3=0.1,R = 0.6.

Let A=(0.2,0.3, 0.4,0.3,0.2); A (0.2,0.3, 0.3,0.3,0.3) and; A ( 0.2,0.3,
0.4,0.4,0.2) be any three standard fuzzy sets. useissume(=100, ,B= 0.1 and

different values of R. The graph (3.1) bl Ig’ﬁ(A) with respect to R is plotted based

on the following computed table (3.3):

Fig:3.2
From fig. 3.3, it is clear that the ftipa is monotonic increasing with respect to

Table:3.3
100,01 100,01 100,01
HE % (A) HEO(A) | HR(A)
0.6 8.4144E+163 8.42E+163 8.43E+163
4 1.7416E+23 1.74E+23 1.74E+23
25 1503.791394 1504.79139 1505.7914
200 6.509811538 6.51981154 6.5209812
2000 4.388179397 4.,3981794 4.4181794
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From fig. 3.3, it is clear that the ftina is monotonic decreasing with respect to
R for given value of =0.1,a =10C.

4. CONCLUSION

In present communication we have stude@dumetrically generalized R- norm
fuzzy information measure which reduces to the kmoveasure after particular values of
parameters. Thus it is more flexible measure fpliegtion points of view. Its monotonic
behavior gives very interesting results.
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